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ABSTRACT 

Traffic congestion is one of the main severe issues in many cities of the world. Monitoring and 

understanding traffic congestion is difficult because of its complex nature. The paper analyzed the 

efficiency of three supervised machine learning algorithms on traffic dataset that was downloaded 

from Kaggle repository. The dataset consists of 15 attributes and 33750 instances which were further 

divided into 70% for training and 30% for testing. The dataset was used to formulate predictive 

models for traffic congestion using three supervised machine learning algorithms: Classification Tree, 

Support Vector Machine and Ensemble (RUSBoosted) algorithms. The formulation and simulation of 

the predictive model were carried out using Matrix Laboratory (MATLAB) statistical tool. The results 

show Classification Accuracy (%) of 99.8, 99.9, 53.9. Prediction Speed (Obs/Sec) of 410000, 10000, 

23000 and  AUC of 0.66, 0.69, 0.91 for Classification Tree, Support Vector Machine and Ensemble 

(RUSBoosted) algorithms respectively. 

The three models were compared and the best model in terms of accuracy was selected and validated. 

The study revealed that Support Vector Machine model has higher accuracy, followed by 

classification tree and Ensemble (RUSBoosted) algorithms. The model is recommended for transport 

Network services and any other machine learning algorithms can be used for traffic congestion 

predictive model. 
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INTRODUCTION 

Traffic congestion is a crucial challenge since the beginning of road transportation in the busy cities. 

Adetiloye (2018) defined traffic congestion as a state in transport network wherein the expanded used 

of road by vehicles in traffic streams generates slower vehicle speeds, time delays as well as a 

complete paralysis of the traffic network. Traffic congestion is the condition in transport network that 

is characterized through slower speeds of vehicles (Ramchandra & Rajabhushanam, 2021). Traffic 

congestion occurs when the numbers of vehicles increase on the road capacity. This leads to loss of 

valuable time, vehicle wear and tear, high consumption of fuel and accidents. Traffic data are 

increasing daily, and their analysis is majorly concerned with bringing out predictions of future data. 

One crucial step in the operation of an intelligent transportation system (ITS) is an accurate traffic 

prediction system because it will assist traffic managers in the areas of route planning and traffic 

regulations (Jiber et al., 2020). Monitoring and understanding traffic congestion is difficult because of 

its complex nature. Traffic congestion is unpredictable. Sometimes it occurs and sometimes it does 

not, depending on numerous factors. 

As a result of present developments in the Artificial Intelligence (AI) discipline and an exponential 

increase in traffic historical data, AI sub-discipline known as Machine Learning (ML) has a particular 

set of algorithms that confirmed to be able to predicting traffic data. ML is the study of data and 

algorithms that a computer system makes use of to enhance its understanding of a given task 

(Aronsson & Bengtsson, 2019). ML is a branch of Artificial Intelligence that permits computer 

systems to discover and learn on their own (Jafar Alzubi et al., 2018).ML can also be described as a 

computational method that trains models to study from experience. ML typically provides systems 

with the potential to learn and improve from experience without being specially programmed and is 

commonly called the most famous technologies in the fourth industrial revolution (Sarker et al., 2020; 

Sarker & Kayes, 2020). Generally, the efficiency of a machine learning solution relies on the nature 
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and characteristics of data and the overall performance of the learning algorithms. Existing literature 

shows that a wide range of methods have been used for traffic prediction. However, none of the 

studies get an accuracy of 99.9%. In this study, we forecast traffic congestion and historical traffic 

data formed the basis for the prediction of future traffic variables. The architecture of the study used 

to accomplish the traffic congestion predictive model is shown in figure 1. 

 

Figure 1 showing the architecture of the predictive model 

RELATED WORKS 

Majumdar et al (2021) proposed long short-term memory networks for the prediction of congestion 

propagation across a road network. They employed univariate and multivariate algorithms to build 

models. Analysis of both univariate and multivariate predictive models showed an accuracy of 84–

95%. Liu & Shetty (2021) developed a model for traffic congestion and road accidents. They used 

four different machine learning algorithms to build models. Experimental results indicated that 

random forest performed better than the other three algorithms. Rajeev et al (2021) proposed a system 

for traffic assessment. They utilized machine learning for prediction and regression based algorithm 

for image detection to analyze the bulk data of the transport system. The system gives greater 

accuracy in terms of traffic prediction. Geetha et al (2021) developed a system to increase traffic 

efficiency. They employed genetic algorithm to build model.  The system gives much higher 

efficiency than the existing ones. Qiu & Fan (2021) developed a model to predict travel time on 

freeway network. They utilized ensemble learning and random forest algorithms to build models. 

Experimental results showed that random forest produces more accurate travel time in short term 

prediction than ensemble learning. 

Ata et al (2020) developed a TCC-SVM model for an intelligent traffic congestion control. A Support 

Vector Machine was used to predict congestion with a preprocessing layer to improve the incoming 

data by dealing with missing values. Evaluation of the results produced from the simulation shows 

that the performance of the proposed TCC-SVM model is much better when compared to the previous 

approaches. Zafar and UlHaq (2020) worked on traffic prediction which is based on traffic data 

collected through Google Map API. Their application is a desktop-based application that predicts 

traffic congestion state using Estimated Time of Arrival (ETA). They used three machine learning 

algorithms to build models. The results demonstrate that the random forest classification algorithm 

has the highest prediction accuracy of 92 percent followed by XGBoost and KNN respectively. Ata et 

al (2019) proposed a model for smart road traffic congestion. They employed Artificial Back 

Propagation Neural Networks (MSR2C-ABPNN) to build model. Experiment showed that the model 

gives attractive results. Kong et al (2019) proposed a prediction network-based on machine learning. 

They applied long short-term memory (LSTM) on big data-driven traffic flow. They also constructed 

the LSTM parameter optimization algorithm based on machine learning network. The model has 

superior performance couple with the increase of training steps. Elfar et al (2018) utilized three 

machine learning techniques such as logistic regression, random forests, and neural networks for 

short-term traffic congestion prediction using vehicle trajectories available through connected 
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vehicles technology. Offline and online models were developed in this study. Results indicated that 

the accuracy of the models built to predict the congested state is 70%.  

MATERIALS AND METHODS 

Datasets and Attributes: The datasets were obtained from Kaggle dataset repository 

(https://www.kaggle.com/datasets/bobaaayoung/trafficvolumedatacsv). The dataset consists of 15 

attributes namely: date_time, is_holiday, air_pollution_index, humidity, wind_speed, wind_direction, 

visibility_in_miles, dew_point, temperature, rain_p_h, snow_p_h, clouds all, weather_type, 

weather_description and traffic_volume.The data consists of information collected from 33750 

instances. 

Data Analysis: Three different supervised learning algorithms: Classification Tree, Support Vector 

Machine and Ensemble (RUSBoosted) were predictive model. The values of the 15 features were 

used to define the input variables of the prediction model. The Matrix Laboratory (MATLAB) 

statistical tool was used in developing the predictive models. The percentage splits of 70% training 

and 30% testing were used for the prediction. Each model was compared and the most efficient model 

was chosen based on evaluation criteria and results. 

RESULTS 

The results of the traffic congestion model developed for three machine learning algorithms in this 

paper were shown in Figure 1-3. The evaluation for model were also shown in Table 1-3. 

The accuracy of Classification Tree algorithm is 99.8%. It has prediction speed and execution time of 

410000 obs/sec and 2.6156 secs respectively. It also has area under curve (AUC) of 0.66 as shown in 

figure 2. 

 

Figure 2: Classification Tree Algorithm for traffic congestion model 

 

 

 

https://www.kaggle.com/datasets/bobaaayoung/trafficvolumedatacsv
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Table 1: Results obtained from Classification Tree Algorithm 

 

 

 

 

The accuracy of Support Vector Machine algorithm is 99.9%. It has prediction speed and execution 

time of 10000 obs/sec and 82.493 secs respectively. It also has area under curve (AUC) of 0.69 as 

shown in figure 3.  

 

Figure 3: Support Vector Machine Algorithm for traffic congestion Model 

 

Table 2: Results obtained from Support Vector Machine Algorithm 

Number of Instances 33750 

Classification Accuracy (%) 99.9 

Prediction Speed (Obs/Sec) 10000 

Area under curve 0.69 

Execution Time (Seconds) 82.493 

Validation 5-fold Cross-Validation 

 

The accuracy of Ensemble (RUSBoosted) algorithm is 53.9%. It has prediction speed and execution 

time of 23000 obs/sec and 61.219 secs respectively. It also has area under curve (AUC) of 0.91 as 

shown in figure 4.  

Number of Instances 33750 

Classification Accuracy (%) 99.8 

Prediction Speed (Obs/Sec) 410000 

Area under curve 0.66 

Execution Time (Seconds) 2.6156 

Validation 5-fold Cross-Validation 
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Figure 4: Ensemble (RUSBoosted) Algorithm for traffic congestion Model 

 

Table 3: Results obtained from Ensemble (RUSBoosted) Algorithm 

Number of Instances 33750 

Classification Accuracy (%) 53.9 

Prediction Speed (Obs/Sec) 23000 

Area under curve 0.91 

Execution Time (Seconds) 61.219 

Validation 5-fold Cross-Validation 

 

Table 4: Comparison of results for the three Algorithms used for traffic congestion predictive model 

 Classification 

Tree Algorithm 

Support Vector 

Machine 

Algorithm 

Ensemble 

(RUSBoosted) 

Algorithm 

Traffic Dataset 70% 30% 70% 30% 70% 30% 

Number of Instances 33750 33750 33750 

Classification Accuracy (%) 99.8 99.9 53.9 

Prediction Speed (Obs/Sec) 410000 10000 23000 

Area under curve 0.66 0.69 0.91 

Execution Time (Seconds) 26,156 82.493 61.219 

Validation 5-fold Cross-

Validation 

5-fold Cross-

Validation 

5-fold Cross-

Validation 
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Figure 5: Comparison of the three Machine Learning Algorithms 

 

DISCUSSION 

The accuracy of the Support Vector Machine algorithm is higher compared to Classification Tree 

algorithm and Ensemble (RUSBoosted) algorithm for the traffic dataset divided into 70% 30%. The 

execution time of the Classification Tree algorithm is faster compared to the other two algorithms as 

shown in Table 4. With respect to the prediction speed, Support Vector Machine algorithm has fastest 

speed compare to Classification Tree algorithm and Ensemble (RUSBoosted) algorithm as shown in 

Table 4. The AUC is 0.66, 0.69, 0.91 for Classification Tree algorithm, Support Vector Machine and 

Ensemble (RUSBoosted) respectively. Based on the values of the AUC for the three classification 

algorithms which is closed to 1 shows that the model prediction was right. 

CONCLUSION 

In this paper, we presented three supervised machine learning algorithms (Classification Tree, 

Support Vector Machine and Ensemble (RUSBoosted)) to build a model that can be used to predict 

the traffic congestion. Traffic dataset was split into two, namely: 70% training and 30% testing. The 

predictive model was implemented on MATLAB statistical tool. Support Vector Machine algorithm 

recorded the highest prediction accuracy followed by Classification Tree and Ensemble 

(RUSBoosted) respectively. The accuracy of Classification Tree and Support Vector Machine 

developed in this paper shows higher predictive rate compared to the accuracy found in the literature 

Elfar et al (2018) which is 70% accuracy. The model can be used in Transport Network services and 

other machine learning algorithms can be applied for the Traffic congestion prediction. 
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